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At present, most of the statistical prediction models are built on the basis of the hypothesis that the time series or

the observation data are linear and stationary. However, the observations are ordinarily nonlinear and non-stationary

in nature, which are very difficult to be predicted by those models. Aiming at the nonlinearity/non-stationarity of

the observation data, we introduce a new prediction scheme in this paper, in which firstly using the empirical mode

decomposition the observations are stationarized and a variety of intrinsic mode functions (IMF) are obtained; secondly

the IMFs are predicted by the mean generating function model separately; finally the predictions are used as new

samples to fit and predict the original series. Research results show that the individual IMF, especially the eigen-IMF

(namely eigen-hierarchy), has more stable predictability than the traditional methods. The scheme may effectively

provide a new approach for the climate prediction.
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1. Introduction

Paying attention to the Hilbert spectrum analy-
sis of nonlinear/non-stationary time series, Huang et
alll2] presented a new method—empirical mode de-
composition (EMD) in 1998 and improved it later,
which could make the signals stationary and result
in a variety of fluctuations with different timescales,
in which each fluctuation is designated to one intrin-
sic mode function (IMF). That is to say, the original
data will be decomposed by the EMD method and
the various timescale stationary signals can be ob-
tained; this process is called the shifting process of
data. The first IMF represents high-frequency (small
timescale or low hierarchy) component of the original
series. As decomposition goes on, the IMF’s frequency

will be reduced gradually and becomes the lowest for

the last one, which usually acts as the indication of
Then, these IMFs,

derived from the original series, can serve as the ba-

the trend of the original series.

sis of that expansion which can be linear or nonlinear
as dictated by the original series, and it is complete
and almost orthogonal. A sum of these IMFs and a
mean trend can be reconstructed into the original se-
ries. As mentioned above, the main purpose of the
EMD method is to carry out the Hilbert transform
and obtain the Hilbert spectrum, which may reflect a
certain physical background of the original system. In
recent years, the combination of the EMD method and
the Hilbert spectrum analysis has offered a powerful
tool for nonlinear/non-stationary time series, which
has been gradually applied to many fields, such as bi-
ology, oceanography, meteorology, medicine, engineer-

ing and astronomy, etc.[3-10]
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As we know, the climate system is a typical non-
linear and non-stationary one; and short-term climate
prediction has been a frontier in atmospheric science
and also a difficult subject in multidisciplinary sci-
ence fields, because of the interaction of subsystems—
the atmosphere, the hydrosphere, the lithosphere and
the biosphere, etc, making the climate system nonlin-
ear and non-stationary. While most of all the present
major prediction methods with the observation data
for the short-term climate are statistical and built on
the basis of the theory of correlation/analogue, such
as the mean generating function (MGF) model and
optimal climate normal (OCN) model, etc, designed
mainly for the linear/stationary systems, these mod-
els have weak abilities to predict a nonlinear system.
Due to the multi-spatial/temporal scale, the evolu-
tion of the climate system is so complicated that it is
difficult to build an accurate and effective regression
equation with the observation data.'!=17 In view of
these facts, it is necessary that the observation data
be stationarized and hierarchized. A different hierar-
chy has different predictability and stability for the
climate system.['®19 Therefore, it is significant to ex-
tract the most stable and the highest predictable hier-
archy from the observation data for the climate predic-
tion, which may improve the prediction skill. In this
paper, a new scheme including the EMD method, the
MGF model and the optimal subset regression (OSR)
model is used to improve the climate prediction skill
for the Yangzhou 530a (1470-1999) dryness/wetness
indices (DWI).[2]

2.IMFs of the DWI

The process of the EMD for the time series is de-
scribed as follows (for detailed principles about EMD
refer to Ref.[1]).

If the number of maxima/minima of a series X ()
is larger than the number of up-zero /down-zero cross-
ing points by two, then the series is not stationary,
and needs to be stationarized. The main procedures
include: picking out all of the maxima of the series
X (t) and fitting them into the upper envelope of the
original series with the cubic spline function; similarly,
picking out all of the minima and fitting them into the
lower envelope with the cubic spline function. The
mean envelope mj(t) of the series X (¢) is the mean
value of the upper and lower envelopes; thus a new
series hq(t) with the low frequency removed can be

calculated by subtracting the mean envelope from the

series X (¢):
ha(t) = X(t) — ma(t). (1)

Usually, hq(t) is still a non-stationary series, and
the above procedures must be repeated k times until
the mean envelope approaches zero, then the first IMF

(C1(t)) is obtained:
Cy(t) = hig(t) — mig(2). (2)

The first IMF represents the highest frequency com-
ponent of the original series. The second IMF (Cs(t))
can be obtained from the margin series ry(t), which is
calculated by subtracting the first IMF from the series
X(t). Such a procedure needs to be repeated until the
last margin series r,,(t) cannot be decomposed further;
here the series r,,(t) represents the mean trend of the

original series:

ro(t) = r1(t) — Ca(t),- -,
rn(t) = rp_1(t) — Cu(t). (3)

The original series can be obtained by a sum of
the IMF's and the mean trend:

n—1
X(t) =) Ci(t) +ralt). (4)
j=1

The main purpose of the EMD method is to carry
out the Hilbert transform and obtain the Hilbert spec-
trum, or to make the wavelet analysis and obtain the
wavelet coefficients, so that both can reflect the ac-
tual physics background, i.e. each IMF may have a
corresponding physical process. Therefore, it is very
significant to pick out the major IMF, defined as the
eigen-IMF or eigen-hierarchy in this paper, with the
main law of the climate change from the original series
in order to make the long-term prediction.

Although there is a little distortion at the end of
the original series, the EMD method can deal with
the short data. The DWI series with 530 samples,
containing various time-scales such as annual, inter-
decadal and centennial scale, etc information, is long
enough to guarantee the reliability of the voluminous
decomposition.

According to the previous climate diagnoses,21:2?]
the Yangzhou 1470-1999 DWI (Fig.1(a)) is decom-
posed into six hierarchies (Fig.1(b)—(g), i.e. IMFs.1-
6) by the EMD, and the wavelet analysis of the IMF's
shows that this DWI contains many timescales such as
less than 10a period (IMF1), 10a period (IMF2), 20-
40a period (IMF3), 70a period (IMF4), 100a period
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(IMF5) and more than 100a period (IMF6) etc. For

example, the wavelet coefficient of the IMF3 reveals a
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Fig.1. The DWI in Yangzhou (a) and its IMFs.1-6 (b—g).

later, this hierarchy is a key prediction factor.

clear and 30a quasi-period in Fig.2; as will be shown
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Fig.2. Wavelet coefficient of the IMF3.

3.Modelling of the climate pre-
diction with IMF's

In order to make the climate prediction by using
the EMD method, two groups of samples including 8
components in each group are selected (shown in Ta-
bles 1 and 2): (1) the length of 100a (1770-1869); (2)
the length of 90a (1870-1959); and then allowing 30a
(1870-1899) and 40a (1960-1999) to attain new sam-
ples separately. Then by using the MGF model, the
first predictions with the two groups are performed;
and the first 25 predicted values in group 1 and the
35 ones in group 2 are separately taken as the new
samples to build the fitting equations. Allowing the
last 5 values of the both for checking the second real
predictions made by using the OSR model, the fitting
and predicting are preformed in three kinds of cases:
(a) an IMF, (b) the single DWT series (No.7) and (c)
the association of IMF's (No.8). Finally, an eigen-IMF,
having the largest correlation coefficient and the least
root mean square error (RMSE), will be picked out to
represent the original DWTI series.

The results for group 1 are listed in Table 1. Ac-
cording to the second OSR fitting of the new samples
predicted by the MGF model, here No.3 (IMF3) is just
an eigen-hierarchy, namely a stationary component
with a quasi-period of 20—40a, whose RMSE is the
least (RMSE=0.81). And the largest (R=0.51) corre-
sponding correlation coefficient of it, reaches a degree
of confidence of 0.01 in t-test. Therefore, the IMF3
would be the most stable prediction factor and the
best substitution of the trend of the DWI during 1770—
1899. Meanwhile, it can be seen from Table 1 that the
RMSE of the DWI series is 0.94 (No.7), and only 0.05
for the correlation coefficient, which does not pass the
t-test. When the number of the IMFs added to the
OSR fitting increases from 1 to 6, the corresponding

RMSE and correlation coefficient are both improved
obviously (RMSE=0.66 and R=0.71), the latter passes
the t-test at 99.9%.
degree with one IMF is higher in the high-frequency

Generally speaking, the fitting
range (low hierarchy, i.e. No.1), lower in the low-
frequency range (high-hierarchy, i.e. IMFs.5-6) and
the best is in the intermediate-frequency (i.e. IMFs.2—-
4). With so different an oscillation or a physics back-
ground as the decadal-scale oscillation for IMF2, the
20—40a oscillation for IMF3 and the 70a oscillation for
IMF4, etc, the contribution of each IMF to the DWI
prediction may be different in different periods. From
Table 1 and Fig.3, we can see that the eigen-hierarchy
(IMF3, i.e. No.3 in Fig.3) and the association of the
IMFs (No.8 in Fig.3) have much bigger ability of pre-
diction than that of the single DWI series (No.7 in
Fig.3). The real predictions with the OSR model by
means of both the eigen-IMF and the association are
in good agreement with the general trend of the ac-
tual DWI, i.e. the trend in the period from 1895 to
1900. However, the real prediction for the single orig-
inal DWI series only denotes a trend of average, and

does not reflect the
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Fig.3. The curves of the fitting (1870-1894) and the
prediction (1895-1899) in three kinds of cases (namely
Nos 3, 8 and 7).
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actual evolution of the observation data, such as the
jump points. Based on the above analysis, there is an

obvious gap between the prediction skills of the eigen-

IMF (or of the association of the IMFs) and that of
the single original DWTI series.

Table 1. The results of the OSR fitting with the new samples predicted by MGF model

(Sample size: 25a; i.e. 1870-1894).

Serial Number Variable IMF cycle/a RMSE Correlation Coefficient t-test™™
No.1 IMF1 <10 0.94 0.04
No.2 IMF2 10 0.89 0.33
No.3 IMF3 30-40 0.81 0.51 0.01
No.4 IMF4 70 0.85 0.43 0.05
No.5 IMF5 100 0.92 0.17
No.6 IMF6 > 100 0.88 0.33
No.7 Original series 0.94 0.05
No.8 IMFs.1-6* 0.66 0.71 0.001

*Denotes the association of IMF's.

** The blank denotes that the correlation coefficient does not pass the t-test.

In group 2, the IMF samples derived from the end
of the data are distorted somewhat in the EMD pro-
cess, but this test is of more practical significance for
making the prediction. In order to reduce the distor-
tion effects, the sample size of this group is decreased
by 10, while the prediction step of the MGF model
is increased by 10, and all the results are listed in
Table 2. Although the abilities of the samples to fit
the original DWI series are declined, the differences
among their predictions are similar to those in group
1. For example, the RMSE for No.8 is 1.04, while
the correlation coefficient can still reach 0.49, which
passes the t-test at 99%. The association of IMF's pre-
dicts the trend of the actual DWI during 1995-1999
(No.8 in Fig.4) correctly. The IMF2 (No.2 in Fig.4)
with a 10a oscillation during 1960-1999, whose corre-
lation coefficient passes the t-test at 95%, can serve
as the eigen-IMF of the original DWI series. To the

secondary role, here is the IMF3 (No.3 in Fig.4) with
a 30—40a oscillation, which also can basically predict
the trend of the actual DWI in the same period (the
figure is omitted); similar to that in group 1, No.7 can
hardly be used to predict the future DWI.
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Fig.4. The curves of the fitting (1960-1994) and the
prediction (1995-1999) in three kinds of cases (namely
Nos. 2, 8, 7).

Table 2. The results of the OSR fitting with the new samples predicted by MGF model

(Sample size: 35a; i.e. 1960-1994).

Serial Number Variable IMF cycle/a RMSE Correlation Coeflicient t-test™™
No.1 IMF1 <10 1.18 0.05
No.2 IMF2 10 1.10 0.35 0.05
No.3 IMF3 3040 1.17 0.16
No.4 IMF4 70 1.18 0.05
No.5 IMF5 100 1.18 0.11
No.6 IMF6 > 100 1.17 0.14
No.7 Original series 1.17 0.16
No.8 IMFs.1-6* 1.04 0.49 0.01

*Denotes the association of IMF's.

** The blank denotes that the correlation coefficient does not pass the t-test.
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The prediction of the both groups show that, for
the nonlinear/non-stationary time series containing
various hierarchies, making prediction with its eigen-
IMF instead of itself will be more effective. As far as
the Yangzhou 530a DWI, a nonlinear/non-stationary
series, is concerned, its eigen-IMF is the hierarchy with
an oscillation of 10—40a, which is the most stable and
predictable, and can be used to represent the general

evolution of the climate system.
4. Summary

Aiming at illuminating the nonlinearity/non-
stationarity of the climate system and the deficien-
cies of the existing statistical prediction models, a new
scheme based on the EMD method is proposed in this
paper to improve the predictability of the climate.
The scheme is designed such that by the EMD pro-

cess the observation data are firstly stationarized and
transformed into IMF's, i.e. multifarious stationary se-
ries, then with the IMFs, a prediction is done by the
MGF model and new values are obtained. Finally, the
values are used as new samples to fit and predict the
original series (DWT in this paper). The test results
also show that an individual IMF, especially for the
eigen-IMF', has more stable predictability than that of
its source, so the more the IMFs as fitting factors in
the OSR model, the stronger the prediction ability of
the model. To some extent, the eigen-IMF has more
prediction skill and may replace the observation data
for the climate prediction. This novel scheme can ef-
fectively improve the prediction ability of the present
mathematical models, and may found wide applica-

tions in other relevant studies.
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